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Abstract—The broadband ultrasonic characterization of biological fluids and tissues is important for the continued development and application of high-resolution ultrasound imaging modalities. Here, a photoacoustic technique for the transmission measurement of temperature-dependent ultrasonic attenuation and dispersion is described. The system uses a photoacoustic plane wave source constructed from a polymer-ethylmethacrylate substrate with a thin optically absorbent layer. Broadband ultrasonic waves are generated by illuminating the absorbent layer with nanosecond pulses of laser light. The transmitted ultrasound waves are detected by a planar 7-μm high-finesse Fabry-Perot interferometer. Temperature-induced thickness changes in the Fabry-Perot interferometer are tracked to monitor the sample temperature and maintain the sensor sensitivity. The measured −6-dB bandwidth for the combined source and sensor is 1 to 35 MHz, with an attenuation corrected signal level at 100 MHz of −10 dB. The system is demonstrated through temperature-dependent ultrasound measurements in castor oil and olive oil. Power law attenuation parameters are extracted by fitting the experimental attenuation data to a frequency power law while simultaneously fitting the dispersion data to the corresponding Kramers-Krönig relation. The extracted parameters are compared with other calibration measurements previously reported in the literature.

I. INTRODUCTION

The development of ultrasound as a diagnostic imaging modality has been coupled with extensive research into the ultrasonic properties of human tissue [1], [2]. These measurements typically cover the 1- to 10-MHz range, the range of most clinical diagnostic ultrasound systems. At these frequencies, the ultrasonic attenuation in tissue is comparatively low, facilitating the conventional in vivo imaging of deep anatomical structures [3]. Knowledge of the ultrasonic attenuation allows for pragmatic adjustments of the time-gain compensation, the most common approach for attenuation correction [4]. Similarly, knowledge of the ultrasonic impedance and sound speed allows for tissue identification and for depth and other topological information to be estimated. As transducer and signal processing technology has developed, imaging applications requiring increased resolution of superficial structures have progressively shifted to using higher frequencies [5]. For example, high-frequency ultrasonic imaging (HFUI), also called ultrasound biomicroscopy, has found many applications in the 40- to 60-MHz range [6], including within dermatology [7], oncology [8], and ophthalmology [9]. In addition to high-frequency pulse-echo type ultrasound, other emerging imaging modalities also use ultrasonic frequencies beyond the traditional diagnostic bandwidth. Of particular interest is photoacoustic tomography (PAT), which uses ultrasonic waves in the 1- to 40-MHz range generated by the photoacoustic effect [10].

The development of these ultrasound technologies brings with it a necessary re-characterization of the tissues and anatomical structures under investigation. For HFUI, it is entirely appropriate to use the same transducer technologies to conduct ultrasound transmission measurements in vitro. Such an approach has been used for the high-frequency ultrasonic characterization of several biological materials, including skin [11], ocular tissue [12], and vasculature and blood [13]. However, ultrasound transducers manufactured from lead zirconate titanate (PZT) and polyvinylidene difluoride (PVDF) typically exhibit a Gaussian-type frequency response about their center frequency [14]. Consequently, a transducer designed for HFUI will be inadequate for the simultaneous ultrasonic characterization of materials in the conventional diagnostic spectrum. This is also true for measurements made using scanning acoustic microscopy, an ultra-high frequency technique, which has also been applied to tissue characterization [15]. The actual requirement for the measurement bandwidth depends on the context of the intended application. In PAT, the localized absorption of light generates relatively broadband ultrasonic waves via thermoelastic expansion. Consequently, there is a requirement for the characterization of tissue structures and phantom materials over a broad frequency range (covering both the high-frequency and traditional diagnostic spectrums). Although the inclusion of attenuation data in PAT image reconstruction has only recently been considered [16], [17], the accurate modeling of photoacoustic wave propagation in tissue is an integral part of quantitative data extraction [18], [19]. The use of biological tissue and fluid samples at both body and room temperature is also common (e.g., human blood [20] and intercostal tissue [21]). The ultrasonic characterization of tissue and phantom materials at a variety of temperatures over a broadband frequency range is thus important for the continued development of the technology.
Here, a photoacoustic technique for the transmission measurement of ultrasonic attenuation and dispersion is described. The ultrasonic source is produced by illuminating a black paint layer on a polymethylmethacrylate (PMMA) substrate with short pulses of laser light. The generated plane waves propagate through a thin layer of attenuating test fluid and are detected by an optical ultrasound sensor. The sensor is constructed from a planar Fabry-Perot polymer film interferometer that is interrogated by a second laser. Changes in the optical thickness of the Fabry-Perot sensor are used to recover both pressure and temperature. A small area of measurement points are scanned and averaged to improve the fidelity of signal acquisition. The test signals are then processed relative to a reference measurement in distilled water to recover the attenuation parameters. The system is used to measure the temperature-dependent attenuation and dispersion of 2 reference materials: castor oil and olive oil. The changes in sound speed and power law attenuation parameters with temperature are described.

II. Measurement System and Setup

A. Photoacoustic Ultrasonic Source

The generation of ultrasound via the thermoelastic expansion of thin optically absorbing layers has previously been discussed in relation to ultrasonic measurements in both solids and liquids [22]–[24]. The theoretical basis for the generation of these thermoelastic waves (one of several possible mechanisms for generating photoacoustic signals) has also been studied in detail [25], [26]. To maximize the efficiency of the conversion between the absorbed optical energy and the generated acoustic pressure, the optical energy must be deposited before the mass density of the absorbing layer has had time to change (a condition known as stress confinement). This condition is satisfied when the heating pulse occurs on a time scale much shorter than that for the sound to travel across the layer [27]. For thin absorbing layers (on the order of 100 μm), broadband ultrasonic waves can be efficiently generated via illumination with nanosecond laser pulses of high peak power. Under the conditions of stress confinement, the strength of the generated ultrasound wave is directly proportional to the amount of optical energy incident on the absorber. The proportionality constant is given by the nondimensional Grüneisen parameter, which has typical values on the order of 0.1.

Here, an ultrasonic plane wave source was created by illuminating a rectangular optical absorber with nanosecond laser pulses from a fiber-coupled laser. The laser source used was a Q-switched Nd:YAG (Ultra, Big Sky Laser Technologies, Bozeman, MT) operating at 1064 nm. The pulse duration, energy, and repetition frequency were 5.6 ns, 45 mJ, and 20 Hz, respectively. The absorber itself was constructed from a PMMA substrate (10 × 30 × 50 mm) with a thin layer of gloss black spray paint applied to the underside (on the order of 50 μm). The absorber and the laser fiber tip were aligned by a rigid connection made from thin aluminum plate with a separation distance of 135 mm (see Fig. 1). The beam divergence from the fiber tip was approximately 12°, giving an illumination spot radius of ~14 mm. The strength of the source measured in distilled water using a needle hydrophone at a distance of 10 mm was 120 kPa.

B. Fabry-Perot Ultrasound Sensor

The optical detection of ultrasound has been studied in some detail, particularly in relation to PAT [28]–[31]. The most common approach is to use an etalon with 2 partially reflecting parallel mirrors separated by a small rigid spacer (i.e., a Fabry-Perot interferometer). The etalon is then interrogated by a focused laser beam. When an acoustic pressure is applied to the surface, the optical thickness of the etalon is modified, changing the interference pattern between the reflected light beams. By monitoring the intensity of the reflected signal using a photodiode, the acoustic pressure can thus be measured. The sensitivity of this detection can be maximized by selecting an interrogation wavelength close to where resonant interference occurs. For a high-finesse Fabry-Perot interferometer, this corresponds to a large drop (and thus a steep gradient) in the reflected optical power; see Fig. 2(a). Small changes in the optical thickness (and therefore acoustic pressure) can then be resolved [29]. For large sensors, the optimum wavelength selection can be completed separately for each interrogation position [29], [31]. This allows the sensitivity and linearity of the sensor to be maintained, regardless of any spatial variation in the unperturbed optical thickness. The relationship between the reflected optical power and the interrogation wavelength (expressed as a phase bias
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Fig. 1. Schematic of the experimental setup for the optical measurement of ultrasonic attenuation and dispersion.
term) is typically referred to as the interferometer transfer function.

Here, a planar 7-μm high-finesse Fabry-Perot interferometer made from 2 dichroic mirrors separated by a polymer film spacer was used. The sensor interrogation beam was provided by a 10-mW fiber-coupled tunable cw external cavity laser (ECL5000DT, Thorlabs, Inc., Newton, N.J.). The scanning system and the sensor manufacture have both previously been described in detail by Zhang et al. [31]. For the 7-μm Fabry-Perot sensor, the effective element radius was approximately 25 μm (full width at half maximum) [32]. The selection of the optimum wavelength at each interrogation position (an automated process known as sensor pretuning) was completed by sweeping the laser wavelength through a range of 1585 to 1605 nm, recording the reflected optical power, and then determining the wavelength at the maximum value of the gradient [31]; see Fig. 2(a), the crosses illustrate the optimum interrogation wavelength. This procedure maximizes the sensitivity, linearity, and dynamic range of the sensor. Note that the optimum value could equally be chosen as the wavelength at the maximum negative value of the gradient.

C. Fabry-Perot Temperature Measurement

Because the power of the reflected optical signal is dependent on the optical thickness of the interferometer (dictated primarily by the physical distance between the parallel mirrors), any mechanism that modifies this parameter will also modify the detected signal. If the sensor is subject to a temperature increase, the polymer film spacer will expand, increasing the wavelength at which interference resonance occurs; see Fig. 2(a). For a fixed interrogation wavelength, this dependence can be used to recover temperature by monitoring the accompanying change in the reflected signal power; see, e.g., [33]. Recently, Morris et al. reported a technique in which both temperature and pressure could be recovered from a Fabry-Perot fiber-optic hydrophone [34], [35]. The temperature was extracted from low-frequency changes in the reflected optical power at the optimum interrogation wavelength based on an a priori calibration.

Here, a similar technique was used to make temperature-triggered ultrasound measurements with a planar Fabry-Perot polymer film interferometer. The procedure was as follows. First, the optimum wavelength was determined for each sensor interrogation position while at a stable temperature. The acquisition system was then started and the interference pattern at one of the interrogation positions periodically rescanned (typically the center point). Because it is only the interference region that is of interest, the rescanning wavelength sweep was reduced to a 5-nm range around the optimum wavelength. A Lorentzian function was fitted to the measured interference pattern and used to determine the wavelength at the minimum reflected power. A representative output is shown in Fig. 2(a); the diamonds illustrate the tracked minimum. The drift in the interference minimum was then used to correct the pretuned optimum wavelength values over the entire scan area. The absolute temperature value was also extracted from the tracked wavelength minimum, again based on an a priori calibration; see Fig. 2(b). The temperature value was then used to trigger ultrasonic measurements at certain temperature intervals (e.g., in a cooling fluid), or simply recorded when measurements were manually triggered. For a scan area containing 100 interrogation points, this method of temperature drift correction was approximately 2 orders of magnitude faster than repeating the optimum wavelength pretuning for all interrogation points. Provided the scan area is much smaller than the illumination beam width (i.e., there is no
temperature gradient across the scan area), it is valid to assume that the drift in the optimum wavelength is the same at each of the interrogation points.

This approach recovers the temperature by directly monitoring the drift of the resonant interference pattern, rather than temperature-induced changes in the reflected power (as used by Morris et al. [35]). The latter is considerably faster and allows simultaneous temperature measurement using a second data acquisition system. However, the former is potentially more robust, because the drift in the interference pattern is not influenced by other possible sources of variation in the reflected optical power (e.g., variations in the laser source strength or changes in the fiber alignment). For the current application, continuous measurement of the ultrasonic pressure is not required. Consequently, the same acquisition system can be used to make sequential measurements of temperature and pressure. Because the temperature is only monitored (and not controlled in any way), temperature-dependent measurement data can be obtained by first cooling or heating the test fluid. Temperature-triggered measurements can then be made as the fluid returns to room temperature. Similarly, for highly absorbing test fluids, the heating caused by ultrasonic absorption may be sufficient to increase the temperature gradually across the required range.

The temperature-wavelength calibration measurements for the 7-μm Fabry-Perot sensor are shown in Fig. 2(b). These were obtained by simultaneously tracking the wavelength at the interference minimum and the temperature at the sensor measurement surface as recorded by a 1-mm k-type thermocouple. Both heated (4 measurements) and cooled (2 measurements) distilled water was added to the measurement basin and allowed to return to room temperature. Between each measurement, the basin was detached and then replaced, mimicking the normal measurement procedure in which the basin is cleaned (see discussion in Section III-A). This procedure disturbing the absolute alignment between the interrogation laser and the Fabry-Perot interferometer. As a result, the same laser scanning position does not always point at the same physical location on the interferometer surface. This is the reason for the variation in the vertical offset of the curves shown in Fig. 2(b). The gradient, however, remains very robust. To account for this variation, a single-point temperature-wavelength calibration was repeated before each measurement to determine the vertical offset of the temperature-wavelength curve. The standard deviation in the recovered measurement at a stable temperature was less than 0.05°C, making the accuracy primarily dependent on the thermocouple used for the calibration. This yields a temperature measurement accuracy of ± 0.35°C. Although it is possible to monitor the temperature directly during a transmission measurement using a thermocouple, at higher frequencies, even a small thermocouple junction will disturb the wave path. Because the drift in the resonant interference pattern must be monitored in any case (to maintain the sensitivity of the sensor), it is straightforward to also use the sensor for accurate in situ temperature measurements.

III. Experimental Method

A. Experimental Measurement Procedure

The laser and optical absorber arrangement described in Section II-A, herein the “source,” was positioned within a small plastic basin fitted with the Fabry-Perot sensor (see Fig. 1). The fluid volume was always controlled such that the black absorbent layer was completely submerged but the upper side of the substrate was not within the fluid. This was done to prevent variation in the illumination fluence-rate caused by optical absorption within the fluid. The vertical placement of the source was controlled via a translation stage allowing 2 cm of calibrated movement. Coarse adjustments were also possible via the post-and-connector assembly joining the source to the bench. The planar alignment of the source and the Fabry-Perot sensor was controlled via a double-tilt stage connected between the aluminum source housing and the translation stage.

For each measurement, the source was first positioned within the basin at the desired measurement distance (typically 6.5 mm). The planar alignment was approximately adjusted, and the basin was then filled with distilled water (the reference fluid) as illustrated in Fig. 1. Next, a single temperature-wavelength calibration measurement was completed, and the desired temperature triggers entered into the acquisition system. The source was then switched on and 10-mm line scans about the sensor origin used to refine the planar alignment of the source and sensor via the double tilt stage. These scans were also used to identify the possible presence of air bubbles and any other illumination or alignment problems. After this preliminary measurement and adjustment, the pretuning procedure was completed to determine the optimum interrogation wavelength at each of the scan positions. This was done with the source switched off and the fluid at a stable temperature. The temperature-tracking acquisition software was then started, and several transmission measurements manually triggered in the distilled water. The water was then removed from the basin using a syringe and thin plastic tubing without modifying the source to sensor distance or alignment. Next, the test fluid was added to the basin and the required temperature (or manually) triggered measurements taken. Finally, the basin was removed, the fluid discarded, and the basin and source cleaned. The complete procedure was repeated several times for each test fluid of interest. The reference measurements were repeated for each test because the removal of the basin and the cleaning of the source disturbed the alignment between the source and sensor.

For the measurements presented here, a centered 10 × 10 grid of scan points was used (500 × 500 μm with a 50-μm step size). The small scan area was chosen so the

1 Both the interrogation and source lasers were first allowed to warm up and then left running continuously. The photoacoustic source was controlled by adding and removing a black metal wedge placed between the fiber tip and the PMMA absorber.
assumption of a planar incident wave remained valid. A scan area was used (rather than multiple acquisitions at a single point) to prevent the focused interrogation laser from continuously illuminating the same sensor position at a high repetition frequency, which may lead to local heating. The signal-to-noise ratio of the measurement was improved through spatial averaging. Care was taken to select a step size larger than the effective spot radius of the sensor. During the measurement procedure, the drift in the interference minimum was continually monitored (with a sampling frequency of 0.6 Hz) until an ultrasonic measurement was triggered. The signal at each point on the scan grid was then recorded sequentially, with the measurement acquisitions individually triggered by a photodiode positioned near the output of the source excitation laser. The signals were acquired at a sampling frequency of 2.5 GHz using a sample length of 10 μs (25,000 samples). To minimize the scan time, no temporal averaging was used. The utilized sensor interrogation wavelengths were calculated using the initial pretuning values offset by the most recent value for the drift in the interference minimum. Each ultrasonic measurement took approximately 5 s, after which the temperature drift measurements were resumed and the procedure continued until all the measurements were complete.

B. Signal Analysis

To extract the ultrasonic attenuation and dispersion data, the recorded impulse response signals were processed as follows. First, the reference and test data files (from the same test) were loaded and each spatially averaged to give a pair of time-domain impulse signals. The time between the laser trigger and the maximum arrival peak in the reference impulse was used in conjunction with the known temperature-dependent speed of sound in distilled water (computed using the 5th order polynomial given by Marezak [36]) to calculate the precise source to sensor distance $d$. The nominal speed of sound in the test fluid $c_{\text{test fluid}}$ was then calculated using this distance and the time between the laser trigger and the maximum arrival peak in the test impulse. Next, the time-domain impulse signals were symmetrically truncated (around their maximum arrival peak) to 2048 samples and windowed using a Hanning window. The shortened signals were circular shifted so that the peak of each impulse coincided with the beginning of the signal. This was to remove the linear part of the phase [37], [38]. The single-sided amplitude and phase spectra were then computed via a 4096-point (zero-padded) fast Fourier transform.

The propagation of a plane wave $e^{i k f}$ in an attenuating and dispersive medium can be modeled using a complex wave number of the form $k(f) = 2\pi f/c(f) + i\alpha(f)$ [39], [40]. This yields a decaying frequency-dependent amplitude term $e^{-\alpha(f)d}$. The attenuation coefficient $\alpha(f)$ in decibels per centimeter can be recovered via the amplitude spectrum ratio

$$\alpha_{\text{test fluid}}(f) = -\frac{8.686}{d}\ln\left[\frac{A_{\text{test fluid}}(f)}{A_{\text{water}}(f)}\right] + \alpha_{\text{water}}(f),$$

(1)

where $A_{\text{test fluid}}$ and $A_{\text{water}}$ are the measured single-sided amplitude spectrums, $d$ is the source to sensor distance in centimeters, and $\alpha_{\text{water}}(f)$ is the attenuation in water in decibels per centimeter. The latter was calculated here using a 7th-order polynomial fitted to the experimental data provided by Pinkerton [41]. The frequency-dependent sound speed $c(f)$ in meters per second can similarly be recovered from the single-sided phase spectrums

$$c(f) = \frac{c_{\text{test fluid}}}{1 - \phi_{\text{test fluid}}(f) - \phi_{\text{water}}(f)},$$

(2)

where $\phi_{\text{test fluid}}$ and $\phi_{\text{water}}$ are the measured test spectrums, and $d$ must be converted to meters [40]. Note that the equation given here uses the nominal sound speed in the test fluid (rather than the reference fluid). This is because the truncated time windows are taken symmetrically about the individual data peaks (see discussion in Section III-B). The use of $c_{\text{test fluid}}$, which is dependent on the location of these peaks, rather than $c_{\text{water}}$, restores the phase component associated with this offset. It is also useful to note that the required parameters could similarly be extracted from 2 measurements in the same test fluid at different source-to-sensor distances. This would eliminate the need for knowing the attenuation properties of the reference fluid a priori. However, as the attenuation in distilled water is less than most test fluids of biological interest (and significantly less than the oils used as test fluids in the current study), its use as a reference allows the measurement bandwidth to be increased (the signal-to-noise of the amplitude ratio is improved).

C. System Characterization

An example of the spatially averaged time-domain impulse signals recorded in distilled water and olive oil at 25°C is shown in Fig. 3(a). The impulse in olive oil has been considerably attenuated and arrives later because of the lower sound speed in the fluid. The corresponding single-sided amplitude spectrums are shown in Fig. 3(b). The upper curve in Fig. 3(b) illustrates the frequency response of the source and sensor after correction for attenuation in water (computed using the extracted source to sensor distance and the attenuation data from Pinkerton [41]). This gives a combined −6-dB bandwidth for the source and sensor of 1 to 35 MHz. It is useful to note that the relative signal level in the corrected spectrum is still −10 dB at 100 MHz (approximately 25 dB above the noise floor). The calculated −3-dB bandwidth for the 7-μm Fabry-Perot sensor alone is 122 MHz (based on an experimentally validated model of frequency response [42]; the
−3-dB bandwidth for the photodiode detector extends to 200 MHz). The bandwidth of the source is limited by the pulse duration of the source excitation laser (in this case, 5.6 ns). Variation in the thickness of the source paint layer had only a small effect on the bandwidth, with an increase in thickness gradually reducing the high-frequency components caused by ultrasonic absorption within the paint layer itself [24]. For biological and phantom materials with weak ultrasonic attenuation (e.g., blood and intralipid), the system facilitates very wideband measurements covering both the traditional diagnostic and high-frequency spectrums. The nonlinear shock parameter calculated for both water and olive oil is shown in Fig. 3(c). This was calculated using the relationship

$$\sigma = \frac{\beta p_0 2\pi f d}{\rho_0 c_0^3},$$

(3)
as defined by Szabo [43]. Here $\beta = 1 + B/2A$ is the coefficient of nonlinearity (approximately 6 in olive oil and 3.5 in water), $p_0$ is the source pressure, $f$ is the frequency, $\rho_0$ is the density, $c_0$ is the sound speed, and $d$ is the propagation distance (all in standard SI units). Because shock formation does not occur until $\sigma = 1$, the measurement system remains within linear operating conditions.

IV. EXPERIMENTAL MEASUREMENT OF POWER LAW ATTENUATION

A. Extraction of Power Law Parameters

It is well known that the ultrasonic attenuation of a plane wave in a wide variety of propagation media (including most fluids and biological tissues) can be described by a frequency power law of the form

$$\alpha(f) = \alpha_0 f^y,$$

(4)
e.g., [44]). Here $\alpha$ is the attenuation in decibels per centimeter, and $f$ is the frequency in megahertz. The dependence of attenuation on frequency brings with it a dissipative dispersion (i.e., a dependence of the phase velocity on frequency) that is required by causality [39]. For media in which the attenuation obeys a frequency power law, this dispersion can be calculated using the Kramers-Krönig relations described by Waters et al. [40] (note that these relationships ensure absolute rather than relativistic causality). For $1 < y < 3$, the appropriate dispersion relation is given by

$$\epsilon(f) = \frac{1}{\omega_0} + \frac{\hat{\alpha}_0}{\omega_0^3} \tan \left( \frac{\pi y}{2} \left[ \left| \omega \right|^y - \left| \omega_0 \right|^y \right] \right)^{-1},$$

(5)
where the dispersion is given as a variation from a known sound speed $c_0$ at a particular frequency $\omega_0$. $\omega$ and $\omega_0$ are in radians per second, and $\hat{\alpha}_0$ is calculated by

Fig. 3. (a) Captured time domain impulse signals in distilled water (solid line) and olive oil (dashed line) at 25°C, (b) the corresponding frequency spectrums where the dotted line is the spectrum in water including correction for attenuation, and (c) the nonlinear (shock) parameter in distilled water and olive oil.
\[
\alpha_0 = \frac{100\alpha_0}{8.686 \left(\frac{10^{-6}}{2\pi}\right)^y}.
\]

This conversion is required because (4) is based on a power law relationship of the form \( \alpha = \alpha_0 \omega^y \) with \( \alpha \) in Nepers per meter and \( \omega \) in radians per second.

The signal analysis procedure described in Section III-B results in test measurements at a range of temperatures being processed relative to a reference measurement at a single temperature. This ignores any variation of the source efficiency (i.e., the Grüneisen parameter) with temperature. Consequently, the uncorrected attenuation curves display a systematically decreasing vertical intercept (the source efficiency gradually increases with temperature). Similarly, any variation in the transmission coefficient from the source to the reference and test fluids is also ignored. To account for these variations, a power law of the form

\[
\alpha(f) = \alpha_0 f^y + \alpha_1,
\]

was used instead of (4). This typically yielded \( \alpha_1 \) values on the order of \( \pm 1 \) dB that linearly decreased with temperature. It is usually assumed that the DC component of the attenuation is negligible \([43],[44]\), in which case the fitting parameter \( \alpha_1 \) can be taken as the relative source efficiency between the test fluid at a particular temperature and the reference fluid.

To obtain the power law parameters, (7) and (5) were simultaneously fitted to the experimental attenuation and sound speed data, calculated using (1) and (2), respectively, using an unconstrained nonlinear optimization (fminsearch in MATLAB, R2008a, MathWorks, Inc., Natick, MA). This approach improved the accuracy and robustness of the fitting procedure because both amplitude and phase information were explicitly considered. Previously, power law parameters have been obtained from measured attenuation data, with dispersion data used to prove the applicability of the Kramers-Kronig relationships \([40],[45]\). Note that the parameters \( c_0 \) and \( \omega_0 \) in (5) were obtained from the sound speed and frequency at the center of the fit range.

### B. Power Law Attenuation in Oils

To illustrate the efficacy of the measurement system, the temperature-dependent attenuation and dispersion were measured in 2 test fluids; castor oil (Sigma-Aldrich 18722) and olive oil (O1514, Sigma-Aldrich, St. Louis, MO). Both are readily available, and sufficient reference data already exist, particularly for castor oil. Each fluid was tested 4 times, with the fluid cooled to 15°C before being added to the measurement basin. The corresponding temperature rise in the test fluids (from 18°C) under constant insonification in normal test conditions is shown in Fig. 4. The nominal source-to-sensor distance was 6.4 mm, and the ambient room temperature 23.5°C. The ultrasonic attenuation in both test fluids was sufficient to increase the fluid temperature gradually to a reasonably high equilibrium. The small temperature change evident in the distilled water suggests that the majority of this temperature increase was due to absorption, rather than heating via the black optical absorber. Measurements were triggered from 20°C at 1°C intervals until a stable temperature was reached (39°C in castor oil, 34°C in olive oil). For the current investigation, this range of temperatures was considered sufficient. However, measurements covering a wider range could easily be obtained by further cooling or heating the test fluids before measurement. This is particularly relevant for less absorbing test fluids, where a wide temperature range may be obtained by using both heated and cooled fluid, and triggering measurements as the temperature stabilizes.

The extracted power law parameters for castor oil are shown in Fig. 5(a) and (b). The circles and error bars illustrate the mean and standard deviation across the 4 measurements. The fits were obtained using the data from 2 to 20 MHz (for a particular test fluid, the bandwidth of the useful measurement data is determined by the magnitude of the attenuation in the test fluid; castor oil is highly absorbing, thus, the bandwidth is reduced). The attenuation decreases with increasing temperature because of a decrease in viscosity \([46],[47]\). This is reflected in the significant decrease in the power law coefficient \( \alpha_0 \). There is also a gradual increase in the power law exponent with temperature, consistent with previous measurement data. For example, Tong and Povey \([38]\) reported an increase in the exponent from 1.66 to 1.74 over the temperature range 20 to 35°C (measured in 5° increments over 2 to 8 MHz). Power law exponents ranging from 1.57 (measured at 19.4°C over 2 to 10 MHz \([48]\)) to 1.77 (measured at 30° over 1 to 5 MHz \([49]\)) have also previously been reported, with 1.66 or 1.67 the most commonly reported value at 20°C \([38],[45],[50]–[52]\). The variation in the recorded
values can be attributed to the myriad of experimental
techniques, the differences in the fitted frequency range,
and variations in the composition of the castor oil itself.
A comparison between the current results and selected
castor oil attenuation measurements from the literature is
given in Fig. 6. The offset between the results presented by
Tong and Povey (light-gray shaded area) and the current
measurements (dark-gray shaded area) can be explained
by the systematically higher sound speeds reported in the
former. This suggests an increased oil density and, conse-
quently, higher values of attenuation. The nominal sound
speed measured here is shown in Fig. 5(c). The analogous
results for olive oil are shown in Fig. 7, where the fits
were obtained using the data from 2 to 35 MHz. Again,
a decrease in attenuation with increasing temperature is
evident because of a decrease in viscosity. The dispersion
values for both oils can be recovered using the reported
power law parameters and the Kramers-Krönig relation
given in (5).

V. DISCUSSION AND CONCLUSION

The development of high-resolution imaging modalities
based on ultrasonic wave propagation relies on an under-
standing of the ultrasonic properties of the materials un-
der investigation. This is particularly true for techniques
that attempt to extract quantitative diagnostic informa-
tion. To obtain higher resolution images, higher ultrasonic
frequencies must invariably be used. The substantial ul-
trasonic attenuation in biological tissues at these frequen-
cies then becomes an important factor in the data extrac-
tion. PAT, as one example of a high-resolution ultrasonic
imaging modality, has shown particular promise for the
in vivo visualization of vascular structures [53]. Images
are produced by irradiating the skin with short pulses of
laser light. The localized absorption of this light within
the tissue then generates broadband ultrasonic waves via
thermoelastic expansion. These propagate back to the sur-
face where they are detected. Using simple models of ul-
trasound propagation, qualitative images of the absorbed
energy distribution can be obtained, and thus a picture of
the vascular structure is produced. However, the extrac-
tion of quantitative data relies on the accurate modeling
of the ultrasonic wave propagation in tissue. It is usually
assumed that the propagation medium is acoustically ho-
mogeneous and nonabsorbing. The accurate quantification
of the ultrasonic properties of the vasculature and tissue
structures under investigation (covering both the high-
frequency and traditional diagnostic spectrum) is thus
important for the continued development of the modality.
The same conditions apply for high-frequency pulse-echo
type ultrasound, where the application specific character-
ization of many materials is still required.

Here, a photoacoustic technique for the broadband
measurement of temperature-dependent ultrasonic attenu-
ation and dispersion has been described. This uses existing
high bandwidth optical source-and-receiver technologies
to make transmission ultrasound measurements of at-
tenuation, dispersion, and sound speed. The Fabry-Perot
sensor system is extended to make direct measurements
of the sample temperature at the sensor surface. This is
particularly important for the accurate characterization
of materials at both in vivo and in vitro temperatures.
For biological materials with relatively low ultrasonic at-
tenuation (e.g., blood), the system permits broadband
measurements covering both the traditional diagnostic
and high-frequency spectrums. Indeed, it is the magnitude
of the ultrasonic attenuation of the tested material that
ultimately dictates the useful bandwidth of the system.
However, even in highly absorbing fluids (e.g., castor oil),
broadband measurements up to 20 MHz are still possible.
Although this bandwidth may be further increased by de-
creasing the source-to-sensor distance, for some biological
materials, thin sample layers may no longer be representa-
tive of the overall material structure. To illustrate the effi-
cacy of the system, the temperature-dependent power law
parameters and sound speed in 2 reference fluids are pre-
sented. These results are consistent with previous experi-
ments reported in the literature. Although the measure-
ment system is primarily discussed in relation to fluids,
the same technique could equally be used for the study of
other materials. It is planned to use the developed system
for the broadband ultrasonic characterization of biological
tissues and fluids relevant to PAT.

Fig. 7. Experimental measurements for the ultrasonic attenuation and
sound speed in olive oil: (a) power law coefficient \( \alpha_0 \), (b) power law ex-
potent \( y \), and (c) nominal sound speed. The circles and error bars illustrate
the mean and standard deviation of the experimental results, and the
solid lines are weighted linear fits.
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